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ABSTRACT

In the past decade, cloud databases have experienced rapid devel-
opment and growth. PolarDB, Alibaba’s cloud-native OLTP data-
base, has evolved significantly to meet the increasing demand for
cloud-native architectures and now serves hundreds of thousands
of customers across various industries.

This paper presents PolarDB’s evolution over the past eight
years, with a focus on scalability, performance, and cost-efficiency.
Initially, PolarDB adopted a primary-replica architecture based on
disaggregated storage, with an emphasis on enhancing single-node
performance for scale-up in modern many-core systems. To achieve
this, we co-designed PolarDB with cutting-edge hardware, includ-
ing RDMA, to improve performance. Meanwhile, we refined the
internal architecture, including improvements to B+ tree concur-
rency control and transaction management, ensuring high scala-
bility in scale-up scenarios. More recently, our focus has shifted to
scaling out PolarDB to meet the performance and scalability needs
of ultra-large-scale applications. By leveraging RDMA, we opti-
mized distributed transaction processing, transforming PolarDB into
a high-performance, high-scalability and cost-effective distributed
database. In the TPC-C benchmark, PolarDB scaled out to 2340
nodes and achieved over 2 billion tpmC, with a jitter rate of no
more than 0.16% during the 8-hour stress test. Compared to the
second- and third-highest-performing databases in public TPC-C
results, PolarDB’s tpmC is 2.52X and 2.91x higher, respectively. In
terms of cost-effectiveness, PolarDB’s per-tpmC cost is 37% and
79.5% lower than that of the other two systems, respectively.
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1 INTRODUCTION

Over the past decade, applications have increasingly migrated to
the cloud for better elasticity and lower costs. In response, cloud
databases have experienced explosive growth to accommodate the
growing demands of these applications. PolarDB, one of the leading
cloud databases, has evolved substantially since its launch, adapting
to meet diverse requirements across various industries.

PolarDB adopts a disaggregated storage architecture, with the
distributed file system PolarFS [7] designed specifically for cloud
databases. PolarDB has been highly optimized to work with this
distributed file system and leverages RDMA for fast storage I/O
to enhance performance. Initially, PolarDB employed a primary-
replica architecture, which is common in database systems. Given
the high core count and performance of modern servers, a single pri-
mary node was sufficient for many applications. Consequently, dur-
ing this phase, the primary focus was on improving scalability for
scaling up on modern multi-core servers. However, we found that
existing databases, such as MySQL, struggled to scale effectively
with the increasing core count. For example, MySQL’s throughput
stagnated once exceeding 64 CPU cores in Sysbench read-write
workloads. To address these issues, PolarDB introduced several
novel designs aimed at improving scalability in many-core envi-
ronments. Specifically, we developed PolarIndex, a new concur-
rency control scheme for the B+ tree that alleviates bottlenecks in
write-intensive workloads. Additionally, PolarTrans was proposed
to optimize transaction management in high-concurrency scenar-
ios, significantly improving performance. Meanwhile, PolarTrans
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also plays an important role in distributed transaction processing
in PolarDB, improving the PolarDB’s 2PC protocol.

Recently, our focus has shifted towards scaling out PolarDB to
support ultra-large-scale applications, such as e-commerce, bank-
ing, and cryptocurrency trading. Our previously proposed multi-
primary architecture, PolarDB-MP [63], is optimized for scenarios
with high data access contention across nodes and relies on disag-
gregated shared memory for deployment. While it delivers superior
performance in high-contention workloads compared to distributed
transaction solutions within moderately sized clusters, its scalability
is fundamentally constrained by the physical limitations of disag-
gregated memory, making it difficult to scale beyond a few hundred
nodes. Similar limitations are observed in other shared-storage-
based multi-primary databases [9, 17, 28, 37]. For well-partitioned
workloads like TPC-C, where cross-partition contention is minimal,
PolarDB-MP offers no clear advantage and faces deployment chal-
lenges at ultra-large scales. In such scenarios, distributed databases
based on data sharding [12, 14, 25, 56] provide a more scalable
alternative, supporting clusters with thousands of nodes.

However, these distributed database systems typically rely on
TCP/IP-based communication for cross-node messaging, which sig-
nificantly burdens the CPU, as it must process network messages.
As aresult, transaction throughput is often limited by network band-
width [20, 66]. To address this, PolarDB introduces a distributed
version co-designed with RDMA to eliminate the communication
bottleneck in distributed transactions. At its core is Polar2PC, a
novel two-phase commit (2PC) protocol optimized for RDMA.

Unlike the standard 2PC protocol [22, 54], where the coordinator
node (CN) sends a prepare message to each participant node (PN)
during the prepare phase, Polar2PC utilizes a one-sided RDMA
interface to directly check the execution state of the PNs, determin-
ing if the transaction is ready to commit. In the commit phase, to
integrate with the PolarTrans design, the in-memory transaction
states are updated via the one-sided RDMA interface. This allows
for a fast acknowledgment to the application, with the release of
PN resources occurring in the background while still maintaining
the same ACID guarantees. Compared to the standard 2PC proto-
col, Polar2PC significantly reduces network overhead, leading to
improved performance. Meanwhile, it maintains compatibility with
the X/Open XA standard [55], ensuring seamless integration into
existing ecosystems.

Finally, we evaluate PolarDB with the TPC-C [15] benchmark.
Despite being proposed decades ago, TPC-C remains a valuable
benchmark today and continues to be widely used for evaluating
modern databases [12, 25, 30, 58, 65]. In our evaluation, we scale out
the PolarDB cluster to 2340 nodes, achieving over 2 billion tpmC
with a jitter rate of no more than 0.16% during the 8-hour stress
test. When compared to the second- and third-highest-performing
systems in the publicly available TPC-C results [2], PolarDB’s tpmC
is 2.52X and 2.91x that of the other two systems, respectively. Ad-
ditionally, PolarDB demonstrates superior cost-efficiency, with a
per-tpmC cost 37% and 79.5% lower than that of the other two sys-
tems, respectively. These results demonstrate PolarDB’s exceptional
performance, scalability, and cost-effectiveness.

We summarize our main contributions as follows:
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Figure 1: The scalability of MySQL

e We present the evolution of PolarDB from scale-up to scale-out
and introduce the design and architecture of PolarDB.

o We detail the implementation of PolarDB’s scaling-up optimiza-
tions and its distributed transaction design for scaling-out.

o We evaluate PolarDB using the official TPC-C benchmark, achiev-
ing 2 billion tpmC with a low cost per tpmC, achieving the highest
performance in the public TPC-C results.

This paper is structured as follows. First, we present the background
and motivation in Section 2. Then we provide PolarDB’s overview
and detailed design in Section 3 and Section 4. Next, we evaluate
PolarDB in Section 5 and review the related works in Section 6.
Finally, we discuss PolarDB’s evolution in Section 7 and conclude
the paper in Section 8.

2 BACKGROUND AND MOTIVATION

2.1 Database scale-up

Since the launch of AWS Aurora [58] in 2014, a growing number of
cloud databases have emerged, such as Azure SQL Database [33],
TaurusDB [1] and PolarDB [36]. Many of these adopt a primary-
replica architecture. In this architecture, a primary node handles
both read and write requests, while one or more replica nodes
handle only read requests. Since only the primary node processes
write requests, it must be scaled up to improve performance in
write-intensive workloads. However, most existing cloud databases
have focused more on the evolution of the architecture from on-
premises to cloud deployment, with relatively little attention given
to enhancing single-node scalability on modern many-core systems.

As MySQL serves as the foundation for many cloud databases,
we use it as a representative example to investigate scale-up limita-
tions. Figure 1 illustrates MySQL'’s performance as we increase the
allocated CPU resources, demonstrating its ability to scale up. We
observe that when the number of CPU cores is below 64, MySQL’s
throughput scales linearly with CPU resources. However, beyond
64 CPU cores, throughput saturates, failing to scale further despite
additional computing resources. This suggests that MySQL’s inter-
nal design becomes a bottleneck, preventing efficient utilization of
modern many-core servers. Given that current servers often fea-
ture hundreds of CPU cores, MySQL’s limited scalability restricts
its ability to fully exploit available hardware resources, making
scale-up improvements essential for cloud databases. In our inves-
tigation, we found two main bottlenecks limiting scalability in the
single-node setup. One is the B+ tree concurrency limitation, and
the other is the internal transaction management component.

B+ tree concurrency. The B+ tree is a widely used data structure
for indexing in many databases [10, 23, 27, 41, 47, 62], including
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Figure 2: An example of concurrent access to a B+ tree

MySQL and its variants. To support concurrent access, most imple-
mentations employ latch ! mechanisms at the B+ tree page level.
During an insertion, a page may overflow, requiring it to be split into
two pages, with the parent page also updated to add a new record.
This structural modification operation (SMO) introduces challenges
for concurrency control, especially when executed alongside other
B+ tree operations. For example, as shown in Figure 2, when Thread-
1(T1) searches for value 12 in the B+ tree, page PO directs the search
to page P1. Before T1 latches P1, Thread-2 (T2) may insert value 9
into P1, triggering an SMO that moves value 12 to a newly created
page P2. In this scenario, T1 fails to find value 12 on P1, leading
to inconsistencies in the search process. To address this issue, a
common approach is to hold the parent page latch until the child
page is successfully latched. Additionally, during an SMO, all pages
involved in the operation must be latched before the modification
begins, preventing search threads from observing an inconsistent
B+ tree. However, this introduces a new challenge: while search
operations acquire latches from higher levels to lower levels, SMOs
originate at lower levels and acquire latched upward, potentially
leading to deadlocks. To eliminate this risk, a mainstream solution
is to prevent concurrent SMOs and enforce a top-down latching
order during SMO execution. In MySQL’s implementation, during
an SMO, an shared-exclusive (SX) latch is applied to the entire B+
tree, allowing only shared latches but blocking all modifications.
This ensures that no other SMOs can proceed and that the ongoing
SMO can acquire latches on all affected pages in a top-down or-
der. This solution prevents concurrent SMOs, even if they operate
on unrelated subtrees, consequently, significantly limits database
throughput in high-concurrency update workloads. The situation
worsens when dealing with large tables, where data pages often
cannot fit into the buffer pool, forcing the SMO process to perform
multiple I/O operations to fetch the relevant pages. This further
prolongs SMO execution time, reducing system throughput. The
issue becomes even more severe in cloud storage environments,
where high I/0 latency amplifies the performance impact.

To address the above issue, and inspired by the Blink Tree de-
sign [34], PolarDB introduces PolarIndex, a new B+ tree concur-
rency control mechanism that allows concurrent SMO execution.
This design significantly improves concurrency and alleviates latch
contention, allowing more efficient index modifications under high-
concurrency workloads.

Transaction management. Multi-Version Concurrency Control
(MVCQC) is a widely used solution for managing concurrent data
access while ensuring transaction isolation and consistency. A com-
mon requirement in MVCC-based databases is that each transaction
needs a consistent snapshot of the database to maintain isolation.

!In this paper, we use the term latch to refer to short-duration synchronization mech-
anisms for physical consistency (e.g., protecting in-memory data structures), and
lock to refer to long-duration synchronization mechanisms for ensuring transactional
correctness (e.g., enforcing isolation levels).

To achieve this, MySQL-like databases typically maintain an active
transaction list, implemented as an array. When a transaction be-
gins, its transaction ID is added to the list, and it is removed when
the transaction commits. In this design, if an update is made by a
transaction in the active transaction list, this update is not visible
to any other transactions except the one that performed the update.
This design introduces the read view concept. When a transaction
or query starts, a read view is generated by copying the active
transaction list along with two variables: the current maximum
transaction ID (trx_idmax) and the minimum active transaction
ID (trx_idmin) at the time the transaction/query starts. When a
transaction reads a record, it first retrieves the transaction ID that
modified the record. If this transaction ID is greater than trx_idmax
in the read view, the record is not visible to the transaction, as it was
modified by a transaction that began after the concurrent transac-
tion. On the other hand, if the transaction ID is less than trx_idmin,
the record is visible, as its update was committed before the con-
current transaction began. In cases where the transaction ID falls
between trx_idmin and trx_idmax, it checks the read view’s active
transaction list to determine whether the corresponding transaction
is still active. While the read view plays a crucial role in transaction
management, it introduces a performance bottleneck. Specifically,
each transaction/query generates a read view by copying the active
transaction list from a global variable to a local copy. The global
active transaction list is protected by a global lock, which can cause
significant lock contention in high-concurrency scenarios. Given
that modern systems typically have many cores, this bottleneck
can severely limit the database’s scalability.

To overcome this issue, PolarDB proposes a new transaction
management scheme called PolarTrans, which eliminates the need
for the active transaction list. PolarTrans is implemented with a
variety of lock-free designs, allowing the read view to be generated
without locking. This significantly improves database performance
in many-core systems, enabling better scaling capabilities.

2.2 Database scale-out

Multi-primary databases. The multi-primary database is a solu-
tion designed for scaling out to meet the demands of applications
that require high scalability and large-scale clusters. The shared-
storage-based multi-primary databases [5, 9, 17, 28, 37, 63] usually
struggle primarily with managing conflicts between nodes and co-
ordinating transactions across them. They typically require extra
resources (such as the disaggregated shared memory in PolarDB-
MP) to handle the conflicts and manage global transactions.
Alternatively, data-sharding-based distributed databases provide
another approach to database scaling. Notable examples include
Spanner [14], CockroachDB [56], TiDB [25], OceanBase [65] and
TDSQL [12]. In these systems, data is partitioned across multiple
nodes, with each node having exclusive write/read access to its re-
spective data partition. This architecture offers excellent scalability
when application traffic is well-partitioned. However, if a transac-
tion spans multiple partitions, distributed transaction processing
becomes necessary to ensure the ACID properties of transactions.
2PC. The Two-Phase Commit (2PC) protocol is a widely adopted

solution for distributed transactions, and nearly all distributed
databases rely on it or its variants for transaction processing. The



protocol consists of two phases: prepare and commit. In the prepare
phase, the coordinator node sends a "prepare” request to all partici-
pant nodes. Each participant then checks whether it can commit the
transaction, responding with either a "yes" (commit) or "no" (abort).
In the commit phase, the coordinator sends either a "commit" or
"abort" command based on the responses received, and all nodes
finalize the transaction. In most implementations, the coordinator
communicates with participants over a TCP/IP-based network. This
approach can put significant strain on the CPU, which must handle
network messages, often limiting transaction throughput due to
network bandwidth constraints [20, 66].

The network bottleneck in 2PC motivates integrating RDMA for
message passing in PolarDB’s distributed version. We integrated
RDMA with the 2PC protocol and proposed the Polar2PC protocol,
which alleviates network bottlenecks and significantly enhances
distributed transaction performance. Several research efforts, such
as Tell [38], FaRM [19], FORD [68], DrTM[61] and DrTM-H [60]
have explored optimizing distributed transaction processing using
RDMA, particularly in main-memory databases. However, these
main-memory databases are often impractical for many OLTP
workloads, and while these proposals are promising, they remain
in the research phase and require further development to ensure
production-level stability.

2.3 Opportunities with RDMA

Recent advancements in network technology, including ultra-low
latency (typically just a few microseconds) and 400Gb/s throughput
from devices like the ConnectX-7 InfiniBand adapter [46], along
with the growing presence of RDMA in standard commodity clus-
ters [18, 72], are reducing the impact of network bottlenecks. Nu-
merous studies have leveraged RDMA to enhance database sys-
tems [48], including accelerating data synchronization [73], reduc-
ing locking overhead [4, 21], optimizing transaction processing [13,
19, 40, 53, 60, 66, 68], and improving index structures [39, 59, 74].
At Alibaba, RDMA is an integral part of the infrastructure, and
PolarDB is specifically designed to leverage it [63, 64, 70]. Every
PolarDB cluster in the Alibaba public cloud is equipped with RDMA
support, offering a significant advantage. This integration enables
PolarDB’s distributed version to be deployed without the need for
additional hardware costs. In PolarDB, we leverage the RDMA to
improve the distributed transaction processing. While many prior
systems leverage RDMA to overhaul the entire distributed trans-
action processing workflow [13, 19, 40, 53, 60, 66, 68], our design
adopts a more lightweight approach: RDMA is used exclusively
for data synchronization during the distributed transaction pro-
cessing. This selective integration preserves full compatibility with
the conventional two-phase commit protocol and requires mini-
mal changes to the existing codebase. Despite its simplicity, this
optimization yields significant performance improvements.

3 POLARDB OVERVIEW

Figure 3 provides an overview of PolarDB. A PolarDB cluster con-
sists of multiple database nodes, each capable of handling applica-
tion connections and providing equal read/write access. All nodes
are interconnected through a high-speed RDMA network for fast
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Figure 3: The overview of PolarDB

communication. PolarDB employs a disaggregated storage architec-
ture, where each database node is connected to the disaggregated
storage layer. The storage system is implemented using PolarFS
and PolarStore [7], which ensures low-latency, high-throughput,
and high-availability storage. Meanwhile, PolarDB maintains com-
patibility with standard file system interfaces.

Each database node consists of an SQL parser/optimizer, transac-
tion engine and B+ tree indexing and log synchronization. PolarDB
has significantly improved these components to enhance scalability
on many-core systems. In particular, PolarTrans was introduced to
optimize transaction management and alleviate bottlenecks under
intensive workloads. In conjunction with PolarTrans, we designed
Polar2PC, an optimized two-phase commit (2PC) protocol, to en-
hance distributed transaction processing. For efficient indexing
under high concurrency, PolarIndex was developed to eliminate
bottlenecks in B+ tree structure modifications (SMOs). Addition-
ally, log synchronization ensures that the primary node’s logs are
replicated to standby nodes for high availability.

To implement distributed transaction processing, PolarDB parti-
tions user data and assigns different partitions to different nodes.
Each node can read and write only the data belonging to its own
partitions. However, to provide a transparent interface for applica-
tions, any node can receive queries, regardless of data partitioning.
When a query references data owned by other nodes, the receiving
node forwards the query to the appropriate node. This necessitates
a distributed transaction protocol. To address this, PolarDB intro-
duces Polar2PC, which co-designs the conventional 2PC protocol
with RDMA to achieve high-performance distributed transaction
processing, providing high-scalability.

4 IMPLEMENTATION AND OPTIMIZATION

4.1 PolarIndex

PolarDB also adopts the B+ tree for indexing. Although the B+
tree has been extensively optimized over decades, mainstream im-
plementations (such as in MySQL) still suffer from scalability bot-
tlenecks under write-intensive workloads, particularly on modern
many-core systems (see Section 2.1). Inspired by the B-link tree [34],
PolarDB introduces PolarIndex, a new concurrency control scheme
for the B+ tree, alleviating the SMO bottleneck and significantly
improving performance in write-intensive workloads. While in-
spired by the B-link tree, PolarIndex makes several key adaptations
for compatibility with the existing PolarDB codebase. It enables
read latches to support shared buffer pool access (required in many
databases) and avoids modifying page formats (for the consideration
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of production compatibility) by using an optimistic right-traversal
strategy instead of high keys. It also incorporates other engineering
optimizations to better support production deployment. The core
idea of PolarIndex is to avoid latching the entire subtree during an
SMO and instead latch each page only when necessary. Addition-
ally, it eliminates the global tree latch, enabling concurrent SMOs.
These improvements significantly enhance B+ tree concurrency in
SMO-intensive workloads, leading to better overall performance.
However, implementing this design presents challenges. It requires
careful handling to prevent potential deadlocks and inconsistent
reads while ensuring compatibility with mainstream implementa-
tions for product stability and adoption.

Workflow. The search operation in a B+ tree follows a top-down
traversal, acquiring latches as it descends through the tree. In con-
trast, SMOs are triggered at lower levels and propagate upwards,
creating an inverse latching order that can lead to potential dead-
locks and increased latch contention. To address this, PolarIndex
eliminates the traditional latch coupling scheme, which involves
holding a latch at one level while acquiring a latch at another level.
Instead, PolarIndex acquires latches only at the level where concur-
rent access occurs. Figure 13 provides an example to demonstrate
how PolarIndex’s concurrency control scheme works. In this ex-
ample, an incoming insertion leads to the splitting of page P1. The
parent of P1is P0, and its sibling is P2. Instead of holding exclusive
(X) latches on all pages in the entire sub-tree during the entire SMO
operation, PolarIndex divides the SMO processing into two phases,
latching only a subset of pages in each phase to improve concur-
rency. During the first phase, latches are acquired only on P and
the newly generated page P3. Once P3 is ready and the correspond-
ing data has been migrated to it, PI updates its sibling pointer to P3,
completing the first phase. After this phase, the latches on P1 and
P3 are released. In the second phase, P0 is exclusively latched, and
a pointer is added to PO to reference the new page P3. During this
phase, only PO is latched, while its child pages remain unlatched.
Once the second phase is completed, the SMO operation finishes,
and the B+ tree structure is intact. It is important to note that be-
tween these two phases, no page is latched, and the B+ tree is in an
incomplete state. However, the tree is still able to serve searches,
albeit with some additional effort to ensure correctness. Between
these two phases, P3 has not yet been attached to its parent page
P0, so PO is not aware of P3. If a query attempts to find a record on
P3, the search will process P0 and assume the record is located on
P1, returning P1. Therefore, during the SMO operation, if a search
reaches P1, it may need to traverse to the next page if the target
record is not found in P1.

Advantages. The PolarIndex eliminates the need for a global
shared-exclusive (SX) latch on the entire tree during structural
modification operations (SMOs). This enables concurrent SMOs
in write-heavy workloads, significantly improving performance.
Furthermore, during an SMO, PolarIndex acquires the necessary

latches only at each phase, allowing intermediate states of the B-tree
to be visible to other threads while still ensuring data consistency.
This further enhances the concurrency of B+ tree access.

4.2 PolarTrans

In PolarDB, we designed a novel transaction management scheme,
PolarTrans, that alleviates bottlenecks in the existing transaction
management subsystem of mainstream databases, such as MySQL
and its variants. The primary goal of PolarTrans is to efficiently
maintain transaction information and improve high performance.

Transaction information table. The core data structure of Po-
larTrans is the transaction information table (TIT), which stores
transaction details, as shown in Figure 5. The TIT is organized as
an array, with each entry consisting of a transaction pointer and
the transaction’s commit timestamp (CTS). The transaction pointer
refers to an active transaction object during the runtime, while the
CTS represents the commit timestamp of the transaction if it is
committed. When a transaction begins, it is assigned an incremen-
tal transaction ID. Based on this transaction ID, a corresponding
TIT slot is allocated to the transaction. Typically, the allocation of
TIT slots is performed by taking the modulus of the slot count with
the transaction ID. Upon committing, the transaction stores its CTS
in the allocated TIT slot. Most operations on the TIT are lock-free,
ensuring high performance even under heavy workloads.

Transaction ordering. PolarTrans adopts the Lamport timestamp
for transaction ordering. It maintains a global variable, CTS_max,
as the logical timestamp, which is incremented to allocate a trans-
action’s CTS. To provide a snapshot of all committed transactions,
it also maintains another global variable, CTS_max_committed,
recording the maximum CTS of all transactions. When committing
a transaction, it first allocates a CTS from CTS_max by increment-
ing it, then writes the CTS to the transaction’s TIT slot, and finally
updates CTS_max_committed, if necessary, after the transaction
is committed. To ensure that a committed transaction’s TIT slot is
properly filled, the steps of CTS allocation and writing must be lock-
protected to guarantee atomic execution. Consequently, when allo-
cating a read view from CTS_max_committed to a transaction, any
transaction whose CTS is less than CTS_max_committed is consid-
ered visible because its TIT slot must be filled. This design enables ef-
ficient visibility checks by simply comparing CTS_max_committed
with the CTS stored in the TIT slot.

Data visibility. In PolarTrans, when reading a data record, it begins
by retrieving the transaction ID of the transaction that last updated
the record. Using this transaction ID, it queries the TIT to obtain the
transaction’s CTS. If the TIT slot associated with the transaction has
been reassigned to a new transaction, it indicates that the previous
transaction has been committed and its updates are now visible
to all transactions. Conversely, if the TIT slot remains unassigned,
PolarTrans can directly retrieve the CTS from that slot. A CTS
value still set to its initial value signifies that the transaction is still
active, meaning its updates have not yet become visible to other
transactions. Finally, if the CTS is less than or equal to the read
view’s timestamyp, it ensures that the current record is visible to the
current transaction.



slot 0 1 2 3 4 5 6 7
trx pointer | nullptr | 0x1d00 | 0x1350 | 0x1828 | nullptr | nullptr | nullptr | nullptr
CSN 0 99 INIT 0 0 0 0 0

Figure 5: Design of the Transaction Information Table (TIT)
in PolarTrans

TIT recycle. To optimize memory usage, the TIT size is limited, and
PolarTrans employs a background thread to periodically recycle TIT
slots. If a transaction’s updates are already visible to all transactions,
there is no need to retain its CTS for visibility checks. The recycling
process first determines the minimum timestamp among all active
read views, then recycles TIT slots where the CTS is earlier than
this minimum timestamp. During recycling, the transaction pointer
and CTS field of the TIT slot are reset, allowing future transactions
to reuse the slot. When a visibility check encounters a freed TIT slot
or one that has been reassigned to a new transaction, the previous
transaction that occupied this slot is considered committed, and its
updates are visible to all transactions.

TIT slot offloading. A transaction’s TIT slot is allocated based on
the modulus of the slot count with the transaction ID. If a TIT slot
is not recycled, the next transaction mapped to this slot cannot use
it and has to wait. If a long-running transaction causes the minimal
read view timestamp to remain unchanged, many transactions may
be forced to wait for the TIT slot to become available, significantly
reducing performance. To address this issue, we offload TIT slots
that block new transactions to a hash map. The hash map records
the IDs and CTS of these transactions. The background TIT recy-
cle thread also removes records from the hash map based on the
smallest timestamp of all active read views. When checking data
visibility, the hash map is also consulted to get a transaction’s CTS.
In most cases, TIT slots can be successfully recycled, and long-
running transactions are infrequent. As a result, the hash map is
typically empty and does not need to be checked often, ensuring
that its impact on performance is minimal.

Benefits. In PolarTrans, only the corresponding TIT slot is updated
during transaction begin and commit, and different slots can be
modified independently. This design avoids the contention on the
global active transaction list found in conventional approaches (as
discussed in Section 2.1). In particular, when generating a read view,
PolarTrans bypasses the costly copy of the global list by directly
checking data visibility via TIT slot access. As a result, PolarTrans
achieves high concurrency and performance, as shown in Figure 14.

4.3 RDMA-enabled distributed transaction

The two-phase commit (2PC) protocol is widely used in most com-
mercial databases to implement distributed transactions [6, 12, 25,
56, 65]. PolarDB also employs the 2PC protocol, but is co-designed
with RDMA to improvement performance. This section will present
our new 2PC protocol, Polar2PC, which is used in PolarDB.

Overview. As discussed earlier, many existing implementations
of the Two-Phase Commit (2PC) protocol rely on TCP/IP-based
networks, which often face significant network bottlenecks. To
overcome this limitation, we integrate RDMA into the Polar2PC
protocol to improve performance. Additionally, Polar2PC leverages
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Figure 6: The design of Polar2PC

the capabilities of PolarTrans to make the commit phase asynchro-
nous, while maintaining the same ACID guarantees.

Like most databases, PolarDB employs ARIES-style logging [43],
where each update generates corresponding redo logs and follows
a steal/no-force policy. Under this model, if a transaction’s redo
logs are fully persisted to storage, its updates can be considered
persistent. During the prepare phase of Polar2PC, RDMA is used to
check whether all redo logs of the transaction have been persisted,
determining if the transaction is ready to be committed. This opera-
tion only requires one-sided RDMA operations on the CN, without
involving the PNs, thus eliminating the need for message transfers
between the CN and PNs. In the commit phase, the CN obtains a
commit timestamp (CTS) and remotely writes it to the PN’s TIT
slot (explained in Section 4.2) via RDMA. As detailed in Section 4.2,
a transaction is considered committed when the CTS is filled in the
TIT slot. Once the CTS is filled on all PNs, the CN can acknowledge
the application that the transaction has been successfully com-
mitted. Afterward, the CN sends a commit message to the PNs to
release the corresponding resources, with this step occurring in the
background, not in the critical path of the distributed transaction
processing. The commit phase also requires only one-sided RDMA
operations before sending the acknowledgment, which significantly
enhances performance.

Workflow. In the PolarDB cluster, all nodes are primary and can
equally serve applications. The terms CN and PN are logical roles in
PolarDB. When a transaction is initiated on a node, that node acts
as the CN for the transaction, while any other nodes involved in the
transaction are considered PNs for that specific transaction. Figure 6
illustrates the workflow of a distributed transaction in PolarDB.
The cluster has three database nodes and one timestamp oracle
(TSO) server. Suppose an application connects to node-1. When
this connection starts a transaction on node-1, node-1 assumes



the CN role for the transaction. Given that this transaction has
two queries that access data stored on node-2 and node-3, node-1
(the CN) forwards these queries to node-2 and node-3, where they
are executed. In this case, node-2 and node-3 act as PNs for this
transaction. For simplicity, we refer to node-1, node-2, and node-3
as CN, PN-1, and PN-2, respectively, in this example.

In the execution phase, the CN receives queries from appli-
cations and forwards them to the PNs for execution. When a PN
receives a query from the CN, it starts a local transaction (if no
transaction is already in progress) and executes the query locally.
After execution, the PN responds to the CN with its local trans-
action ID and the current log sequence number (LSN) generated
by the query. Upon receiving the response, the CN records this
information within the current transaction, maintaining the PN’s
node ID, local transaction ID, and corresponding LSN. When the
CN receives a commit request from the application, it proceeds with
committing the transaction by following the Polar2PC protocol.

In the prepare phase, the CN checks its locally stored infor-
mation about the transaction, retrieves all involved PNs, and their
corresponding LSNs. The CN waits until the redo logs for the trans-
action are persistent on all PNs. To achieve this, each node maintains
a variable (LSNyysp) that indicates the current maximum LSN that
has been persisted on the node. A background thread flushes the
redo logs to storage in the order of LSNs and updates the LSNfy,,5p,
value accordingly. The CN can remotely read the LSNy,p, values
of all PNs using a one-sided RDMA interface and wait until all PN’s
LSNfpysh values exceed the LSN recorded by the CN for the current
transaction. Once this condition is met, all updates on all PNs are
persistent, indicating that the transaction is ready to be committed.

Although Polar2PC removes the traditional prepare round to
reduce latency, it implicitly assumes the PN is always ready to
commit unless explicitly aborted by the CN. While this sacrifices
the ability of the PN to unilaterally abort, we found in practice
that such aborts are rare. Therefore, this trade-off is justified by the
significant performance benefits it brings.

In the commit phase, the CN first remotely writes a flag (a prede-
fined special value, e.g., CSN_COMMITTING) to all PNs’ TIT slots
via RDMA to indicate that the transaction is committing. It then ac-
quires a commit timestamp (CTS) from the TSO and remotely writes
the CTS to all PNs’ TIT slots. Once the CTS is filled on all PN, all
changes made by this transaction are visible to other transactions.
Following this, the CN can immediately notify the application that
the transaction has been successfully committed. After acknowl-
edging the application, the CN sends a commit message to the PNs,
prompting them to release transaction-related resources. Once the
PNs acknowledge receipt of the commit message, the CN releases
its corresponding resources. Since the application acknowledgment
does not need to wait for the PNs’ commit (as the commit is asyn-
chronous), this design improves performance.

Commit timestamp. The commit timestamp (CTS) is a funda-
mental concept in distributed systems for ensuring consistency and
isolation. PolarDB supports two widely used approaches: times-
tamp oracle (TSO) and hybrid logical clock (HLC) [31]. PolarDB’s
TSO is implemented with RDMA, allowing database nodes to ac-
quire a CTS via one-sided RDMA in just a few microseconds. This
design guarantees strong consistency, but as the number of nodes

increases, the latency of CTS acquisition may also grow. To address
this, PolarDB offers HLC as an alternative for high performance in
large-scale clusters, providing lower latency at the cost of relaxed
consistency guarantees, as sequential consistency is not guaranteed
in HLC. However, different from the standard HLC that relies on the
TCP/IP network for timestamp synchronization across nodes, Po-
larDB employs RDMA for cross-node communication, significantly
improving performance.

Logging. During the execution phase, the CN adopts the ARIES-
style logging [43] to record both undo and redo logs for crash
recovery. In addition, we introduce extra log entries to ensure dura-
bility and consistency for distributed transaction processing. After
the execution phase, when the CN receives the COMMIT command
from the client, it first appends the distributed transaction metadata,
such as the distributed transaction ID and the identifiers of all PN,
to its redo log buffer. Once the CN successfully obtains the global
commit timestamp, it appends a prepare OK log entry and forces
a flush, ensuring that all buffered log records are persisted to disk.
Upon receiving the commit command from the CN, each PN com-
mits its corresponding local transaction and appends a local commit
log entry to its own redo log to indicate successful local commit.
This logging protocol guarantees the durability and consistency of
distributed transactions across all participating nodes.

Integration with PolarTrans. PolarTrans also plays a key role
in distributed transaction processing. In PolarDB, each node’s TIT
is accessible to all other nodes via RDMA. When a node acts as the
CN, it can directly write the CTS to the PN’s TIT via RDMA. Since
the TIT slot is allocated based on the modulus of the slot count with
the transaction ID, and because the CN knows the local transaction
ID on each PN, it can easily calculate the transaction’s TIT slot.
However, there is a difference in the process of filling the CTS in
TIT between single-node and distributed setups. In a distributed
setup, where more than one PN may be involved in a transaction,
the CN cannot write the CTS to all PNs’ TIT slots at the exact
same time. This introduces a potential issue: if another transaction
accesses data across different PNs, it may observe inconsistent
visibility—some updates may already be visible (where the TIT
slots are filled with the CTS), while others may remain invisible
(where the TIT slots are still empty), violating ACID properties. To
address this issue, we implement a two-step CTS filling process
during the commit phase. First, the CN writes a predefined flag,
CSN_COMMITTING, to the TIT slots on all PNs. Once this step
is successfully completed, the CN acquires the CTS from TSO and
finally writes it to all PNs’ TIT slots. If a transaction encounters the
CSN_COMMITTING flag during the visibility check, it must retry
until the TIT slot is fully populated with the final CTS. This ensures
that a transaction’s updates are either fully visible or fully invisible
across all nodes, maintaining consistency in the distributed system.

4.4 High availability and crash recovery

High availability. To ensure high availability, PolarDB deploys a
standby node for each primary node. When an update occurs on
the primary node, it generates redo logs, which are then transferred
to the standby node, allowing it to apply the logs and keep its data
up to date. The standby node can be deployed within the same
availability zone or across regions, providing different levels of



high availability. Users can configure log synchronization policies
based on fault tolerance requirements. For example, to prevent data
loss, the primary node can be configured to wait until the logs are
persisted on the standby node before committing the transaction.
Alternatively, if some data loss is acceptable, the system can be set
to asynchronous log shipping, improving performance by elimi-
nating commit-time delays. The failover process from a primary
node to its standby is managed by the PolarDB control plane. Po-
larDB includes a resource manager that monitors the health of all
instances, typically using a heartbeat mechanism. If a node failure
is detected, the manager instructs the standby node to take over,
ensuring seamless failover with minimal downtime. Additionally,
PolarDB employs a TCP keepalive mechanism between primary
nodes to rapidly detect failures. This prevents unnecessary delays
in handling connections to a crashed node, allowing the system to
quickly recognize failures and recover efficiently.

Recovery for distributed transactions. Similar to most databases,
PolarDB employs a redo-based recovery mechanism to ensure trans-
action consistency and durability. The CN; acting as the transaction
coordinator, records redo logs for all transaction state changes and
logs each phase of execution. During recovery, the CN replays the
redo logs to restore transactions to their pre-crash state. Mean-
while, PNs maintain redo logs for both local transactions and data
modifications. Additionally, to support rollback operations, PNs
also record undo logs for data changes. Since the CN coordinates
transaction execution, the recovery process is centrally managed by
the CN, with PNs following the CN’s instructions to maintain con-
sistency during recovery. When a primary node fails, the standby
node takes over and applies redo logs to recover all active trans-
actions. For transactions where the failed node acted as the CN,
the new primary determines the transaction’s final state based on
its last recorded status, deciding whether to commit or roll back.
For transactions where the failed node previously served as a PN,
it awaits instructions from the corresponding CN on whether to
commit or roll back its local transaction.

PolarDB adopts the Presumed Abort [45] protocol, where a trans-
action is considered aborted if no corresponding commit log entry
is found. During recovery, the final state of an active transaction,
whether to commit or roll back, is determined by its pre-crash
status. The CN first restores all involved PNs’ information. If the
transaction had already received a commit request from the client,
the CN checks whether all PNs have persisted their redo logs to
storage. If they have, the CN commits the transaction and sends a
commit command to all PNs; otherwise, it rolls back the transaction
and instructs all PNs to do the same.

In cases where a PN crashes while executing a query, the CN
detects the failure when it does not receive a response and notifies
all other PNs to roll back the transaction, returning an error to
the client. When that PN recovers, it checks for active transactions
where it previously acted as a PN and communicates with the CN.
If the CN no longer holds any information about the transaction, it
indicates that the transaction has already been rolled back, and the
PN follows suit. However, if the PN crashed after the CN received
a commit request from the client, the CN waits for the PN to re-
cover before continuing the commit process, ensuring transaction
consistency and durability across the distributed system.

4.5 Practical experience with RDMA

PolarDB is highly co-designed with RDMA network. However, de-
ploying RDMA at such a scale while maintaining high performance
is non-trivial and requires careful optimizations.

The first key optimization focuses on connection establishment
during initialization. In a large-scale RDMA-based cluster, every
node must establish connections with all other nodes. In our eval-
uation with 2340 nodes, each node needs to create at least 2339
connections during initialization. To accelerate this process, we par-
allelize connection establishment across multiple threads, which is
especially beneficial during failover scenarios where rapid recon-
nection is necessary. During cluster startup, each node retrieves
cluster topology information from the manager node and attempts
to connect to others. However, since nodes become available at
different times, an attempted connection may fail if the target node
is not yet ready. Instead of repeatedly retrying, which wastes time,
the system simply skips that node and waits. When the target node
eventually initiates its own connection to the current node, the
current node also verifies whether it already has a connection to
the target node. If not, it will establish one. This strategy ensures
efficient and non-blocking connection establishment.

The second optimization focuses on connection sharing. Due
to the limited memory buffer in the network interface controller
(NIC), an excessive number of RDMA connections can degrade
performance. To mitigate this, we limit each node pair to only two
RDMA connections (one in each direction), significantly reducing
the total number of connections. A single connection in one direc-
tion is shared across multiple threads within a node to maximize
efficiency. Since most RDMA communication in PolarDB relies on
fast one-sided operations, which typically complete within a few
microseconds and occur at a moderate frequency, our evaluation
confirms that a single connection per direction between two nodes
is sufficient and does not introduce any performance bottlenecks.

5 EVALUATION
5.1 Setup

Test platform. Our evaluation is conducted on machines, each
equipped with 2 Intel Xeon Platinum 8575C CPUs and 2TB DDR5
DRAM, running Alibaba Group Enterprise Linux Server 7.2 (Pal-
adin). These physical machines are connected via two 100Gbps
Mellanox ConnectX-6 NICs.

Workload. In our evaluation, we primarily use the TPC-C [15]
workload, a long-standing industry standard for measuring OLTP
(Online Transaction Processing) performance. Despite being in-
troduced decades ago, TPC-C has undergone multiple revisions
to remain relevant as computing power has increased by several
orders of magnitude. It remains a valuable benchmark today, as
demonstrated by its widespread adoption in evaluating modern
database systems [12, 25, 30, 58, 65]. The benchmark results are
measured in new order transactions per minute (tpmC), providing
a standardized metric for comparing OLTP performance across
different systems. Additionally, submission of a TPC-C result also
requires the disclosure of the total system cost. The system must
also include sufficient storage for data generated at the quoted tpmC
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Figure 7: System configuration in TPC-C benchmark

rate over 60 days. The total cost is then combined with tpmC to com-
pute a price/performance metric, enabling fair cost-effectiveness
comparisons across database solutions.

In addition to TPC-C, we also use Sysbench [29] , another widely
adopted benchmark, to evaluate specific aspects of PolarDB’s per-
formance, particularly in scale-up scenarios. This allows us to assess
the impact of our optimizations on transaction processing efficiency
under varying workloads, providing a more comprehensive evalua-
tion of PolarDB’s scalability and performance.

5.2 TPC-C testing

We first present PolarDB’s results on the TPC-C benchmark, with
the testing supervised by auditors from the TPC-C committee, and
the results have been validated by them. The system configuration
and detailed results are available on the TPC-C official website [2].

System configurations. Figure 7 illustrates the system archi-
tecture used during the TPC-C testing. To emulate a large-scale
real-world workload, we deployed 279 remote terminal emulator
(RTE) servers to simulate 1.6 billion users. The RTE servers generate
HTTP requests, which are sent to the client nodes. These client
nodes handle the incoming requests and communicate with the
database cluster. We deployed 558 client nodes to efficiently dis-
tribute the load. For the PolarDB database cluster, we deploy 2340
nodes, each equipped with 48 vCPUs and 512 GB of memory. These
2340 database nodes run on 1170 physical servers, each of which is
powered by two Intel Xeon Platinum 8575C CPUs @3.2GHz. To en-
sure high availability, each database node is paired with a standby
node, providing fault tolerance in case of failures. Additionally,
we deploy three manager nodes to oversee database cluster opera-
tions. For the RTE, client, and manager nodes, each node runs on a
dedicated physical server, equipped with two Intel Xeon Platinum
8269CY CPUs @2.5GHz.

Since the TPC-C benchmark does not require storage scalabil-
ity, we simplify the system configuration by using a local native
file system instead of cloud storage for testing. To ensure that this
choice does not affect performance results, we also compare Po-
larDB ’s throughput on cloud storage and native file system under
the same workload. As shown in Figure 12, both configurations
deliver similar throughput, validating that our test setup accurately
reflects PolarDB ’s real-world performance. For local storage, each
physical server is equipped with 14 SSDs, each with a capacity of
8.8TB, configured into two RAID-0 arrays. This setup provides suf-
ficient storage capacity and performance to sustain the 60-day peak
throughput requirement, as mandated by the TPC-C benchmark.

TPC-C configuration. For the TPC-C testing, we have followed
the standard TPC-C specifications [15] for the accuracy and relia-
bility of our evaluation. This also allows for fair and reproducible

Table 1: TPC-C results

Total tpmC tpmC/core Price/tpmC

Oceanbase 707 M 10.8 K 0.54 %

TDSQL 814 M 20.6 K 0.17 $

PolarDB 2055 M 36.6 K 0.11$
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Figure 8: The distribution of latency
performance evaluations. We initialize our test with 163.2 M ware-
houses, totally 13.43 PB data. To accurately simulate human behav-
ior, we incorporated some thinking time and keying time before
each transaction, by following the TPC-C specification. Addition-
ally, an additional 100 ms delay per transaction was introduced, as
required by TPC-C, to better reflect real-world OLTP workloads.

Overall performance. Among all publicly available test results
to date, PolarDB has achieved the highest performance. Detailed
benchmark results are available on the official TPC-C website [2].
Table 1 summarizes key performance metrics and compares Po-
larDB against TDSQL [12] and Oceanbase [65], which rank as the
second and third highest-performing databases in the public TPC-C
results. The results indicate that PolarDB achieves over 2 billion
tpmC, which is 2.91x and 2.52x that of Oceanbase and TDSQL,
respectively. This substantial performance advantage highlights
PolarDB ’s ability to handle extremely high transaction volumes
efficiently. Given that these systems operate with different node
configurations, we also evaluate the tpmC per CPU core to provide
a fair comparison. As shown in Table 1, PolarDB delivers 1.38% and
77.8% higher tpmC per core than Oceanbase and TDSQL 2.

In addition to throughput, cost-effectiveness is a critical factor
in database system evaluations. Table 1 also presents a cost com-
parison using price per tpmC as a metric. PolarDB demonstrates
the best cost-efficiency among the three systems, with its per-tpmC
cost being 79.5% lower than Oceanbase and 37% lower than TDSQL.
This is largely attributed to PolarDB ’s novel architecture, which
not only improves raw performance but also optimizes resource
consumption, reducing overall costs.

Beyond throughput and cost, latency is another critical factor in
OLTP workloads, as low transaction latency is crucial for deliver-
ing a smooth user experience in real-world applications. Figure 8
presents the cumulative latency distribution, illustrating PolarDB ’s
low-latency characteristics. The P90 latency is only 59.8 ms, signifi-
cantly surpassing the typical requirement of tens of milliseconds in
the TPC-C benchmark. This low-latency performance also ensures
“While this performance gap is primarily attributed to PolarDB’s optimizations, a

small portion of the improvement also arises from differences in the CPU models used
across these systems.
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Figure 10: The scalability of PolarDB

that PolarDB can support high-frequency transactional applications
such as financial trading, large-scale e-commerce platforms, and
enterprise-level database systems.

Stability. The throughput jitter rate is a critical requirement in the
TPC-C benchmark, as it reflects a system’s ability to maintain stable
performance under sustained load. Figure 9 illustrates PolarDB ’s
throughput variation over time during an 8-hour stress test. At the
beginning of the test, the system undergoes a brief warm-up period,
where throughput gradually ramps up as caches are populated and
the system optimizes execution paths. This warm-up phase lasts
approximately 20 minutes, after which PolarDB reaches a stable
state. Following the warm-up, PolarDB maintains consistently high
throughput for the remainder of the 8-hour test, with a jitter rate
of less than 0.16%, which is significantly lower than the TPC-C
benchmark requirement of 2%. This exceptionally low fluctuation
indicates that PolarDB can deliver predictable and reliable perfor-
mance, even under prolonged high-load conditions. Such stability
is crucial for large-scale OLTP applications, where fluctuations
in transaction processing rates can lead to degraded user experi-
ence, increased latencies, or operational inefficiencies. PolarDB ’s
ability to achieve such low jitter stems from its optimized trans-
action processing, efficient concurrency control mechanisms, and
RDMA-based communication, which collectively minimize perfor-
mance degradation over time. The results demonstrate not only
the robustness of PolarDB ’s architecture but also its reliability in
handling real-world enterprise workloads that require sustained,
high-throughput operations over extended periods.

Scalability. Furthermore, we evaluate PolarDB’s scalability by
varying the number of nodes from 1 to over 2,000, as shown in Fig-
ure 10. The results demonstrate that PolarDB achieves nearly linear
scalability as the cluster size increases, maintaining high through-
put efficiency even at large scales. Additionally, the P90 latency
remains stable throughout the scaling process, with an increase
of only 20% when expanding to thousands of nodes. This high-
lights PolarDB’s ability to handle large-scale deployments while
preserving both throughput and latency requirement.

2500

2000 —

Failover
1500

1000

Throughput (M-tpmC)
wn
[=3
S

(=]

0 1200 2400 3600 4800 6000
Time (s)

Figure 11: Performance impact of failover in PolarDB
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Crash recovery. To evaluate the high availability of PolarDB,
we simulate a power failure by shutting down a machine during
testing. As shown in Figure 11, we randomly turn off a server at the
2790-second mark to trigger a power failure scenario. This causes
all instances running on the affected server to fail, prompting their
respective standby nodes to take over. For ongoing transactions,
the system automatically completes the necessary commit or roll-
back operations to maintain ACID guarantees. The failover pro-
cess completes within approximately 2 minutes, with a temporary
throughput drop of around 2.5%, demonstrating PolarDB’s ability
to recover quickly with minimal performance impact.

PolarFS vs. Native FS. PolarDB primarily relies on disaggregated
storage, particularly in the Alibaba public cloud, to achieve high
scalability and availability. The disaggregated storage in PolarDB is
implemented using our custom-designed PolarFS and PolarStore. To
evaluate the impact of PolarFS, we compare PolarDB’s performance
using PolarFS and a native file system (native-FS) while scaling the
number of nodes from 1 to 60, as shown in Figure 12. The results
indicate that PolarFS-based and native-FS-based PolarDB exhibit
similar throughput. This similar performance is achieved because
PolarFS leverages a lightweight user-space network and I/O stack,
which fully exploits RDMA, NVMe, and SPDK technologies.

5.3 Scale-up performance

We then use the Sysbench workload to evaluate the effectiveness
of our scale-up optimizations.

PolarIndex optimization. We first evaluate the performance
improvement brought by PolarIndex. Since the PolarIndex mainly
targets on the scenarios where has high-concurrent B+ tree struc-
ture modification operation (SMO), we use the Sysbench’s insert
workloads which involves the many SMO operations. To evaluate
the impact on the scaling up on modern many-core systems, we
configure the database instance with 88 vCPU cores. This test is
conducted in the Alibaba Cloud environment, as shown in Figure 13
and Table 2. We vary the number of client threads from 4 to 512 to
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Table 2: The P95 latency (zs) with and without PolarIndex

# of threads 4 8 16 32 64 128 256 512

w/o PolarIndex 9 12 51 176 457 1065 2269 4747

with PolarIndex 9 10 37 69 110 182 302 922

simulate different application pressures and measure throughput
and latency with and without the PolarIndex optimization. When
the workload pressure is light (fewer than 8 threads), the number of
concurrent SMOs remains low, meaning B+ tree concurrency is not
yet a bottleneck. In this scenario, PolarIndex delivers performance
similar to the native solution. However, as the workload pressure
increases, the number of concurrent insertions rises, leading to
frequent SMOs that make B+ tree concurrency the primary per-
formance bottleneck. In the native solution (without PolarIndex),
concurrent SMOs are not allowed, causing many requests to be
blocked. As a result, its throughput saturates beyond 8 threads
and even declines slightly with more threads due to increased con-
tention on B+ tree access. Correspondingly, its latency continues to
rise linearly as workload pressure increases. In contrast, PolarIndex
significantly improves performance. Even under high-concurrency
workloads (beyond 16 threads), throughput continues to scale, and
latency increases much more modestly compared to the native so-
lution. Ultimately, PolarIndex improves throughput by 1.96x, while
average latency is reduced by a factor of 2.93. Notably, the P95
latency is reduced by up to 7.5X. This substantial improvement
is attributed to PolarIndex’s ability to enable concurrent SMOs,
enhancing parallelism and minimizing lock contention, which is
crucial for scalability in modern many-core database.

PolarTrans optimization. Next, we evaluate the performance
improvements brought by PolarTrans, which is designed to opti-
mize transaction management under high-concurrency scenarios.
As database workloads scale up, contention in transaction manage-
ment can become a significant bottleneck, limiting overall system
throughput. PolarTrans addresses these issues by introducing a
highly optimized, lock-free transaction management mechanism,
reducing contention and improving concurrency efficiency. To eval-
uate its impact, we conduct tests on an 88-vCPU instance using Sys-
bench workloads that include read-write, insert, and point-update.
We configure the system with 512 client threads, a setting that
introduces high contention to stress-test the transaction manage-
ment subsystem. Figure 14 presents the throughput and latency
results under both configurations: with and without PolarTrans.
The results demonstrate that PolarTrans increases throughput by
26.47%-50.0% across the tested workloads, while also reducing
average latency by 21.3%-33.2% and P95 latency by 31.5%-55.7%.
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Figure 14: The performance improvement of PolarTrans

These improvements indicate that PolarTrans effectively alleviates
transaction processing bottlenecks, allowing the system to sustain
higher concurrency levels without performance degradation. Un-
like traditional transaction management designs, where contention
on a global active transaction list can cause severe performance
degradation under high-concurrency conditions, PolarTrans opti-
mizes transaction management and enables the lock-free operations.
Moreover, the improvements in P95 latency indicate that PolarTrans
not only enhances average performance but also provides a more
stable and predictable transaction processing experience, which is
crucial for latency-sensitive applications such as financial transac-
tions and high-frequency trading.

6 RELATED WORKS

In addition to prior work detailed in Section 2.1, we discuss other
relevant works in the following categories.

Primary-replica-based databases. The primary-replica-based ar-
chitecture is widely adopted by many databases, such as MySQL [47],
Aurora [58], Azure Hyperscale [16, 33], Azure Socrates [3]. This
architecture typically consists of a single primary node and one or
more replica nodes, where only the primary node handles write
operations, while replica nodes are limited to read requests. Al-
though modern servers offer hundreds of CPU cores, a single pri-
mary node can become a bottleneck in large-scale applications with
write-intensive workloads. Furthermore, some databases struggle
with scalability on many-core servers, limiting their ability to fully
utilize available hardware resources. To address these challenges,
multi-primary architectures have emerged, providing higher scala-
bility and improved performance by distributing operations across
multiple nodes. PolarDB not only introduces new designs to en-
hance scale-up capabilities but has also recently evolved towards
a multi-primary architecture, further improving scalability and
performance in cloud-native environments.

Multi-primary databases. The multi-primary database archi-
tecture is designed to enable scale-out capabilities and generally
follows two mainstream approaches: shared-storage and shared-
nothing. In the shared-storage-based multi-primary databases, such
as IBM DB2 Data Sharing [28], Oracle RAC [9], NonStop SQL [24],
Solar [71], Taurus MM [17], GaussDB [37], and PolarDB-MP [63],
all primary nodes access the same underlying storage, requiring
mechanisms to handle conflicts in data access while ensuring ACID
compliance for transactions. These solutions show better perfor-
mance in high-contention workloads at moderate scale, but face
challenges to scale to hundreds or thousands of nodes.

On the other hand, the shared-nothing architecture partitions the
entire database, ensuring that each primary node can only access its



assigned partition. When a transaction spans multiple partitions, a
distributed transaction protocol is required to maintain consistency.
This architecture is widely adopted by both key-value stores [32, 49]
and relational databases, such as CockroachDB [56], Spanner [14],
PolarDB-X [6], TiDB [25], TDSQL [12], and OceanBase [65]. These
systems are particularly well-suited for workloads that are natu-
rally partitioned with minimal data access conflicts across nodes.
While this approach provides high scalability, it often struggles
with the overhead introduced by distributed transaction processing.
PolarDB follows this architecture but incorporates highly optimized
distributed transaction mechanisms to significantly enhance both
scalability and performance.

Distributed transactions. Distributed transaction processing
has been extensively optimized over the decades. More recently,
several academic works have explored the use of RDMA to en-
hance performance in distributed transactions. Examples include
Tell [38], FaRM [19], FORD [68], DrTM[61] and DrTM-H [60], all
of which leverage RDMA to accelerate transaction execution in
main-memory databases. However, these approaches are primar-
ily designed for in-memory databases, which are not practical for
many OLTP workloads that typically involve terabytes or petabytes
of data and require persistence. On the other hand, solutions such
as SLOG [50], Calvin [57] primarily focus on cross-region database
clusters, where network latency is the primary bottleneck.

B-tree concurrency control. Efficient and robust concurrency
control mechanisms for B-tree indexes have long been a central
focus in both academia and industry, resulting in a variety of
techniques widely adopted in modern database systems. Notably,
ARIES/KV [42] and ARIES/IM [44] are pioneering works that sup-
port highly concurrent B-tree access. The B-link tree [34] is a classic
solution that enables concurrent access through right-sibling point-
ers and latch coupling, making it well-suited for high-concurrency
environments. More recently, researchers have proposed B-tree
variants optimized for emerging hardware technologies, such as
SSDs [35, 51] and persistent memory [11, 26, 67], as well as for
new deployment environments like disaggregated memory [59, 74].
Inspired by the B-link tree, PolarDB introduces PolarIndex, a new
concurrency control mechanism designed to enhance B tree per-
formance in general-purpose scenarios by supporting concurrent
structure modification operations (SMOs) with minimal contention.
However, PolarIndex’s implementation diverges from the original B-
link tree design due to the constraints of the existing InnoDB-based
codebase and practical considerations for production deployment,
as discussed earlier.

7 DISCUSSION

Since its launch in 2017, PolarDB has continuously evolved, tran-
sitioning from a primary-replica architecture to a multi-primary
distributed database. Along the way, we have made significant per-
formance improvements through numerous optimizations. Due to
space limitations, this paper focuses on some key new designs, such
as PolarIndex, PolarTrans, and the Polar2PC protocol. Throughout
PolarDB’s development, we have also explored various optimiza-
tions inspired by both academic and industrial solutions. However,
as a commercial product, we must consider important factors like
forward compatibility and stability. This means that while we aim

to incorporate the latest academic advancements, we also make
trade-offs to ensure minimal changes to the existing codebase and
maintain stability. While many academic solutions demonstrate sig-
nificant improvements in specific scenarios, they often come with
compatibility challenges or require invasive modifications to the
existing architecture, making direct adoption impractical. Adapting
such innovations for real-world deployment requires substantial
effort to ensure reliability, robustness, and integration with existing
systems. Given these challenges, we carefully balance performance
improvements with practical constraints, leading to the design of
new optimizations that maintain compatibility with previous imple-
mentations while delivering substantial performance gains. These
enhancements have been deployed in production for several years,
supporting hundreds of thousands of users in various applications.
Looking ahead, we will continue to push the boundaries of database
performance and scalability, not only by designing new solutions
but also by exploring how forward-thinking academic ideas can be
adapted for large-scale industrial applications, bridging the gap be-
tween theory and real-world deployment in cloud-native databases.

In addition to the scalability optimizations discussed in this pa-
per, PolarDB has also made several architectural advancements
that are crucial to its evolution. These include novel solutions for
high-performance, low-latency strongly consistent reads on replica
nodes [64], memory disaggregation to separate memory from CPU
resources [8, 52, 69], and the PolarDB Serverless [70] architecture.
These advancements have been detailed in previous publications,
but are not the focus of this paper. Nevertheless, they have played
a critical role in PolarDB’s evolution and represent significant con-
tributions to the development of cloud databases.

8 CONCLUSION

This paper presents the evolution of PolarDB over nearly a decade,
showcasing its transformation from a scale-up-optimized system
to a scale-out distributed database. To enhance scalability on many-
core servers, PolarDB introduces key optimizations for B+ tree in-
dexing and transaction management, achieving up to 1.96x through-
put improvement in high-concurrency workloads. As the demand
for scale-out capabilities has increased, PolarDB has evolved into
a highly scalable distributed database. To further enhance perfor-
mance, it optimizes the conventional Two-Phase Commit (2PC)
protocol with RDMA and co-designs it with an efficient transac-
tion management system. These advancements enable PolarDB to
achieve over 2 billion tpmC in the TPC-C benchmark, significantly
outperforming the second- and third-highest-ranking systems in
publicly available TPC-C results, demonstrating its superiority in
both performance, scalability and cost-effectiveness.
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